MCA317: Data Compression

T Lxamination Scheme S

Class Test -12Marks

Teachers Assessment - 6Marks

Attendance - 12 Marks

Iind Semester Iixam — 70 marks ‘\\
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1. Gdin a fundamental understand
2. Understand the concept of lossy]
3. Understand Huffiman coding an
4. Illpstrate the concepts of variou
5. Understand how to select the bg
6. Understand vector quantization

i+1g of data compression methods for text, images, and videos. \

and lossless compression.
\

I Arithmetic coding.
5 algorithms for text, images and video compression.

st algorithm/ approach for compression given a situation.

Detaifed Syllabus:

[UNI[T I (10 Hours) \
;Co pression Techniques: Losgless compression, Lossy Compression, Measures of performance,
Modeling and coding, Mathematjcal Preliminaries for Lossless compression: A brief introduction tO\
[:;fo mation theory, Models: Phy

odpl, Coding: uniquely decodalj

sical models, Probability models, Markov models, composite source\.\

l

le codes, Prefix codes.
=

|
[UNIT II (10 Hours) |
The| Huffman coding algorithm: Minimum variance Huffman codes, Adaptive Huffman coding:
pdate procedure, Encoding pr cedure, Decoding procedure. Golomb codes, Rice codes, Tunstall\
n coding: Lossless image compression, Text compression, Audio|

odds, Applications of Hoffm

|Conjpression.
UNIT III (10 Hours)

rithmetic Coding: Introductign, Coding a Sequence, Generating a Tag, Deciphering the Tag,
Genprating a Binary Code, Uniqueness and Efficiency of the Arithmetic Code, Algorithm
[mplementation, Integer Implem bntation, Comparison of Huffman and Arithmetic Coding, Adaptiv
ithmetic Coding

UNIT IV(12 Hours)
i-level image compression-The|JBIG standard, JBIG2, Image compression. Dictionary Techniques:
iagram Coding, Adaptive Dictionary, The LZ77 Approach, The LZ78

Intr¢duction, Static Dictionary: [
Approach, Applications: File Compression-UNIX  compress, Image Compression: The Graphics
Intefchange Format (GIF), Comjpression over Modems: V 42 bits, Predictive Coding: Prediction wit
Partjal match (ppm): The basic 4lgorithm, The ESCAPE SYMBOL, length of context, The Exclusior
| Transform: Moveto-front coding, CALIC, JPEG-LS, Multi-resolutio

Principle, The Burrows-Wheeler
prroaches, Facsimile Encoding) Dynamic Markov Compression.
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UNIT]V (6 Hours)

Mathdmatical Preliminaries for Lopsy Coc'iing,
Unifofm Quantizer, Adaptive Quantization,

Quanfization, Nonuniform Quanti

Distortion criteria, Models, The Quantization Proble.m,
Forward Adaptive Quantization, Backward Adaptive

zation

UNIT VI (4 Hours)
ector Quantization, Advantages

Gray Algorithm, Tree structured V¢ctor Quantizers. Structured VectorQuantizers.

)f Vector Quantization over Scalar Quantization, The Linde-Buzo-

Text and Reference Books
1. Khalid Sayood, Introduction to
2. EJements of Data Compression

3. Introduction to Data Compressi

4.Dgta Compression: The Complg
5.Tgxt Compression 1%Edition by

Data Compression, Morgan Kaufmann Publishers
'QDrozdek, Cengage Learning

n, Second Edition, KhalidSayood,The Morgan aufmannSeries
te Reference 4th Edition byDavid Salomon, Springer
Timothy C. Bell Prentice Hall

Course Outcomes:

On cpmpletion of this course, the tudents will be able to:

Compression.

Understand and apply varigus coding techniques for data compression.
Differentiate between lossy and lossless compression. '
3. Program, Analyze Huffmap coding: Loss less image compression, Text compression, Audio

Demonstrate conceptually [various popular algorithms used for text, image and video compress
. - Compare the algorithms uged for text, image and video compression.
Illustrate the concept of vegctor quantization and its advantage.
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