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A 309: Artificial Neural Networks

Teaching Scheme
Legtures: 3 hrs/Week
Tuforials: 1 hr/Week

Credits: 4
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Course Outcomes:
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1. Comprehend the fuzzy logic
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